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FAQ these days...

“INLP/common sense/...] is
almost solved by ChatGPT
and | have an existential crisis”

Hasty generalization fallacy?




The trophy doesn't fit in the brown suitcase because it is too bngWhat IS too big‘

.

The trophy is too big to fit in the brown suitcase.

The trophy doesn't fit in the brown suitcase because it is too smal§ What is too small? 3

L
“ @ If the trophy doesn't fit in the brown suitcase because it is too small, then the trophy itself

IS tosmall to ft inthe suitae. The suitcase may be larger in size than tetroph,

"i"h ”i'hisil df tphy to fit inside. It is also possible that the trophy is the

— examples from Benjamin Han



| believe that we will continue to be surprised by the new

capabilities of deep neural networks o e @ @ @ @ &

And yet, these networks will continue making mistakes on

adversarial or edge cases ‘0 40 4 © QO Q Q QO CQ

The problem is that we simply do not know the depth or
the breadth of the adversarial or edge cases (i.e., the

amount of hidden lemons 4 4 O O @ O




Dark matter is Dark matter 01C language?

what matters in

modem PhﬂSiCS Normal matter: visible text (words, sentences)
Dark matter: the unspoken rules of how the
® Only 5% of universe is normal world works, which influence the way people use
matter. The remaining 95% is and interpret language Moral Machines
dark matter and dark energy. Tl ETHICS OF Teaching Rabots Right from Wrong
ARTIFICIAL
® Dark matter is complete\y ﬁg:‘s';‘.?i'.‘,zea“.fg ‘ INTELLIGENC-E

e N , 4
< -

invisible, yet affects what are i o

Knowledge

= : : in Artificial
visible: the orbits of stars and Intelligence

the trajectory of light

tttttttt S. MATTHEW LIAO




Trivial for Humans, Hard for Machines, because...

1. obvious things are never spoken; it's all the implicit stuff
® how many eyes a horse has?
® |Inhale vs exhale vs murder
2. exceptions are not exceptional, but only expected
® any rule of thumb can have an endless list of unforeseen exceptions
® Birds can fly, except...
3. lack of universal truth

® ambiguous, messy, beyond the realm of conventional logic and math



2082: An ACL Oc yssey

httl:)s ./ /\SWWW. 9outube com/watch?v=|L.C CEyZmu4Js

Dark Matter ChaPter B The ambiguitg Commonsense

Schréclinger‘s cat Norms and.morals

ot Chapter 2. The continuum
llayespanticic SER Chapter 3. The dark matter

Ambiguity of language j
Language~l<nowleclge~

Space’clme continuum

Mass~energg equivalence reasoning continuum

|<e9 note at ACL. 2022
Charge: to reflect on the Pas‘c 60 years of NLP research

and to Project to the future 60 years
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Symbolic Knowledge Distillation] .j' ]

From Neural Language Models to Causal Commonsense Models
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Maieutic Prompting: \; |{ N8

Logically Consistent Reasoning with Recursive Explar
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"The Curious Case of Commonsense lnte”igence"

httPs: // www.amacad.org/ Publication / Curious—-case—-commonsense~inte|Iigencc

LOGIC A%saue

Constrained Text Generation with
Lookahead Heuristic
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Language models are “sometimes” amazing! &

" It you travel west far enough from the west coast, you will reach the east coast?




many wonderful ways in which LMs fail to reason...

t C-o-T prompting (Wei et al. 2022)
& / ‘e | Smoke is not the source of fire?

Smoke is a result of fire. Therefore, the statement is False.

/@ @\

‘@) Oneisa number that comes before zero?

/ || One is ... Theretore, the statement is True._

X0 .
o ‘e | Oneis not a number that comes before zero? /
O @ (7
\Q{b %’8\\6 o
R
‘e’ ) Butterflies fly with 3 wings?
© Butterflies have 4 wings. Therefore, the statement is False.
0D
NS : :
q&‘*’i@e“g e’ Buttertlies have 4 wings?
S L)

ll Butterflies have 2 wings on each side of their bodly.
Therefore, the statement is False.




How to make lemonade from GP =57

| et’s get Philosophical
»»®»

and use Socrates’
Maieutic Method




Maeutic PromPting: Logica”g Consistent
Reasoning with Recursive

Jaehun Jung

Lianhui Sean Faeze Chandra Ronan
Qin Welleck Brahman Bhagavatula Le Bras




Maieutic Tree G

(@)

"If you travel west far enough from the west coast,
you will reach the east coast?"




you will reach the east coast? True, because

E&d The Earth 1s round and 1f you travel 1n any direction long
enough, you will eventually return to where you started.

Maieutic Tree G

O : If you travel west far enough from the west coast, @

you will reach the east coast? False, because

E%: You cannot reach the east coast by golng west.




you will reach the east coast? True, because

E&d The Earth 1s round and 1f you travel 1n any direction long
enough, you will eventually return to where you started.

Maieutic Tree G

Q : If you travel west far enough from the west coast, T, because

F, because

@

you will reach the east coast? False, because

E%: You cannot reach the east coast by golng west.

) E+ : The Earth is round and if you travel in any direction long

enough, you will eventually return to where you started?

True.

Y » TEr: The Earth is round and it you travel in any direction long (@) is logically integral to E; !
A :
NB*® enough, you will not return to where you started?

F'alse.




in any direction long

nere you started?
lTrue.

Maieutic Tree G

- E; : The Earth is round and if you travel in any direction long (0

T, because F, because

enough, you will not return to where you started?
X

F'alse.  ~“
i

True.

is not logically integral to £ ;
Generate further with
E . as a question!

True.




E : You cannot reach the east coast by going west?

True, because

_E%Td You can reach the east coast by going e
west by traveling around the world. .‘ Maieutic Tree G

2 » Er : You cannot reach the east coast by going west?

T, because F, because

False, because

_E%FZ If you travel 1n a specific straight line,
vou will eventually reach the other side.




Er : You cannot reach the east coast by going west?

rue, because

_E%Td You can reach the east coast by going
west by traveling around the world.

<" E,. : You cannot reach the east coast by going west?
“

¥ False, because

_E%FZ If you travel 1n a specific straight line,
vou will eventually reach the other side.

» Lpr i You can reach the east coast by going west
by traveling around the world?

True.

"> —Ep;: You cannot reach the east coast by going west
ST A :
¥ by traveling around the world?

F'alse.

Maieutic Tree G

T, because F, because

(&) is logically integral to £




Maieutic Prompting - Abductive Generation

Maieutic Tree G

\

Ly : You can only travel so far before you reach the

end of the earth. \

Ly - The Earth is round and there is no end to it.

Ly : All directions eventually meet at the North and South Poles.

Ly.: The world is round and if you continue to travel in a /

Straight line, you will eventually reach the other side.

E Fy If you travel far enough in any direction, you will

eventually reach the opposite coast.
Ly 1.2 A straight line on a sphere makes a circle.

Ly .2 The world is not round.
E F,F, It is impossible to travel to the other side of the Earth.

Actual maieutic tree for Q: "If you travel west far enough from the west coast, you will reach the east coast?"
Generated using 175B GPT-3 Davinci (Max Depth: 2 / Width: 3 per truth value)



Maieutic Prompting - Inference

Maieutic Tree G

/ ¢ \
E; Ey.
w(E7) = 0.9588 f
LEpr
W(ETO Fo) =0.9132
U nary Iog ical constraints with Belief: For each leaf node E in G, we define strength of LM’s belief on either E or —F as following:
How strongly does GPT-3 believe in E (or not E)? (w(E) pry(TruelB, ... if £ is True

. True|E., . .. True|—E. ...
Belief < pryv(TruelE, . ..) + pra(True|-E, .. .)

True|—E, . ..
w(—F) = pry(True|nE, . )

= if F is False
\ pryv (True|—E,...) + pry(True|E, . . .)




Maieutic Prompting - Inference

Maieutic Tree G

AN 3
Entail ™., Contradict
ET()‘.‘ .............. '-_:- ............. ; EFO ETO — Q’EFO — _IQ, EFOTO — Q
Logically Integrai ......
.... ETO —> EFOTO y EFOTO —> _IEFO y mun
W(ETO) = 0.9588 :

0..‘ v ’

EFoTo

Logically Integral

Bi n ary I o g i C al con Strai ntS with C ons iSte N cy: lf;feﬁsll V}::gls V\?ii;if:; )((]ei’é ,tfgl ) in G, we define the logical consistency between the propositions using NLI
- 7 ’ .
Do the two Es support or contradict each other: W(By - By) =1 if Entail(Fy, By)

Consistenc
/ {w(E1 — —Fs) =1 if Contradict(Fy, F»)



Maieutic Prompting - Inference

Maieutic Tree G

R AN S
Entail *... Contradict
ET() D e emmssmsssens EFO
. : <
Logically Integral ..
w(Er)=09588 T

e VB

EFoTo

Logically Integral

Objective
arg max Z ”LU(C) ' l{c:True}

Vi B, QE{T.F} e, uC,,

Weighted Max-SAT solver morgado, 2001 CaN

deterministically find the best assignment!

Max-SAT output:
Q: True

Ly : True

Lp . : True

Ly : False
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N
N

Or
)

Accuracy (%)

48

CSQA 2.0

(Talmor et al. 2021)

Better than fine-tuned T5!

i

69.5

59.6

54.1

Standard Acc

Canonical Prompting

Chain-of-Thought (Wei et al. 2022)
Self-Consistency (Wang et al. 2022)
GKP + GPT-3 (Liu et al. 2021)

Maieutic Prompting

80

N
N

Accuracy (%)

Or
)

48

40

CREAK

(Onoe et al. 2022)

Com2Sense
(Singh et al. 2021)

More robust to logical
perturbations!

&

774

62.1

556.8

Contrast Acc

B Canonical Prompting

Chain-of-Thought (Wei et al. 2022)

L] Self-Consistency (Wang et al. 2022)
B GKP + GPT-3 (Liu et al. 2021)

B Maieutic Prompting

30

72

N
N

Accuracy (%)

O
@)

48

40

68.7

556.9

50.3

Pairwise Acc

B Canonical Prompting

Chain-of-Thought (Wei et al. 2022)

I Self-Consistency (Wang et al. 2022)
B GKP + GPT-3 (Liu et al. 2021)

B Maieutic Prompting



Take away:
Socrates’ Maieutic Method
not onlg enhances Hawed human reasoning,
a computational interpretation of it can
dramaticaﬁg enhance Hawed GPT-%s reasoning
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LOGIC DECODING

(Un)supervised Neural Text Generation with Predicate Logic Constraints
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Neural Language Models

1000

100

Megatron-LM

Turing-NLG
(8.3B)
]

(17.2B)

—
-

GPT-2
(1.5B)

BERT-Large
(340M)

Model Size (in billions of parameters)
©

ELMo
(94M)

0.01

2018 2019 2020 2021

Megatron-Turing
NLG (530B)

2022

i assert check(73) ==

— def check(n) :

model

P Synthesi
rogram Synthesis » Long-form QA

exponentially in the last 50 years?

Your Al pair programmer

#!/usr/bin —node

Write a python functig
one less than twice its
satisfy these tests:

175B best-of-64 >
assert check(70) == |

assert check(23) == |
1any explanations for the exponential growth in technology in

tury. One explanation is that the pace of technological

if n == 2*int(str(n)[::
return True
else:
return False

eeds up exponentially over time because of a common force

5 @ GitHub Copilot

irward'®!. Another explanation is that each new generation of

stands on the shoulders of its predecessors, allowing for

Open-Ended Generation

Build next-gen apps with
OpenAl’s powerful models.

OpenAI's API provides access to GPT-3, which performs a wide
variety of natural language tasks, and Codex, which translates
natural language to code.

Machine Translation Dialogue

= Goor
am a friendly dialog model. What do

Xp Text B Documents @ Websites o talk about?”

DETECT LANGUAGE ENGLISH SPANISH v ENGLISH SPANISH ARABIC v
What's a good topic for a new blog?
Translation are so many! How about something
w food item that you just tried.
0/5,000



https://arxiv.org/pdf/2107.03374.pdf

COMMONGEN

Neural Language Models (Liu et al 2020)
@, . . .
- What is the mass of Jupiter?

1000

GPT-3 | A Megatron-Turing
(175B) 3 | NLG (530B)

Megatron-LM S P d |
8.3B) 4 dring-
( o l17.28) Language Mode
TS (GPT3)

100

¢

Model Size (in billions of parameters)
N e |
B |
O
=
L

1 GPT-2
,/, (1.58) T

0,0 BERT-Large
i (340M) Generate a question containing all of the given words.

ELMo Words: Jupiter, Mercury, Venus, mass

(94M)
0.01 i 7 | 7
2018 2019 2020 2021 2022

missing keywords



https://arxiv.org/pdf/2107.03374.pdf

Neural Language Models

1000

100

Megatron-LM
(8.3B) " Turing-NLG

] . (17.2B)

—

-
8
~

Model Size (in billions of parameters)
- . O |
=
e,
=
&>

. GPT-2
(1.5B)
2 g4
*OAOF BERT-Large
01 o (340M)
ELMo
(94M)
0.01
2018 2019 2020 2021

Megatron-Turing
NLG (530B)

2022

Search Algorithms in Classical Al

A* Search

MinMax Search

D (4) (@) f- 53) & () @ ‘- &) 4) G0 () (3) (3) DAIDADED.
& ® ® & ®® ®
Best—-first Search Dijkstra’s

21 o - y
@-_ Estimated distance = 21

{ O | /

i o v G

) _


https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf

Neural Language Models Search Algorithms in Classical Al

/’ A* Search |
1000 , MinMax Search
g GPT-3 Megatron-Turing
T (1758B) NLG (530B)
£ 100
o
8 Megatron-LM / |
4 (8.3B) y Turing-NLG
v 10 a .,/’ (1728)
- ’
’ TS5
O 0,0
= A (11B)
e
£ F GPT-2
v (1.5B)
N p
v ] ®
K 0,0 BERT-Large
U A
—8 w (340[\/”
0.1 e
=
ELMo
(94M)
0.01

2018 2019 2020 2021 2022


https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf

Model Size (in billions of parameters)

1000

100

—
-

©
—

0.01

2018

Neural Language Models

Turing-NLG

(8.3B)
- (17.2B)
BERT-Large
(340M)
ELMo
(94M)
2019 2020 2021

Megatron-Turing
NLG (530B)

2022

Search Algorithms in Classical Al

Monte Carlo Tree Search

Sekecthan Expanion Rz adan

ir/.® Q) @@ 23 @@ 0@

%fmm OOEOD OVEOD B{EOBE
® @? ®® ®

9 ©

a1

Backpropagaten



https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf

(D1 VDy---VD;) A+ A(DpV Dy -+ VD)
— —
C1 Crm

Logical Constraints
(Jupiter) A (Mercury) A
(Venus) A (mass v masses)

C

Decoding Algorithm

What is the mass of Jupiter?

T

Language Model

T

Generate a question containing all of the given words.

Words: Jupiter, Mercury, Venus, mass

B AL VALV iy A

Table to Text

X type hotel
count 182

Y dogs allowed| don't care

There are 182 hotels if you do not
care whether dogs are allowed .

Image Captioning

giraffe: 99% T ... - 23" R
A . e .,v‘:).&‘;r}“h \"¢ ’ .‘, ,‘:";.,. ; §

¥ w‘." .
T
M. l'.:. 9
-
ke
‘v Bder T §
’ )f’ff. i ‘"-s
J O
= e ..' Y, = \{ / L7
e et 2 iy B T, 7 <f S o o
e e A e esd (-

A giraffe standing in a field with a zebra.

Machine Translation

Silent night: Tips to tight sleep
disorders.

Y Erholsame Nacht: Tipps
gegen Schlafstorungen.



https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/2107.03374.pdf

NeurolLogic Decoding in a Nut Shell

Constraints l@(oogvbo@l /\ﬂgog)J A @(play music)éﬁ(plays music)? A g&,(mtch) v@@,(catch%)?

search tree likelihood dauses score select notation
@ ) runs ) 0.18 0.18+0.1*0=0.18 J denotes the state for €, €,
P €@, @ separately, | |indicates €is
( dog Y&ia-(catches) 0.12 012+0.1*0=0.12 \/ irreversibly stratified, || otherwise.
N, | Pruning step:
-- p'?‘YS 0.05 ) denotes failure in top-a filtering
. in term of likelihood ,(_ ' denotes
4 | eats h 0.20 failure in top-B filtering in term of
P - S number of satisfied clauses
The Jw={ man \ plays 0.19 Grouping step:
T - N (1) (2)(3) (* ) denotes candidate groups
~ talks | 0.16 based on the shared set of irreversibly
. satisfied clauses
® { talks ) 0.15 0.15+0.1*0=0.15 Selecting step:
e ] - denotes the top-1 candidate
(cowboy)¢ . plays ) 0.11 0.11+0.1*-==0.16 \/ within each group ranked by score
— N S — 2 function. Among these candidates, we
“(catches’ 0.09 0.09+0.1*0 =0.09 select 4/ the top-k ones to fill in the
— ' — next beam. il
t=0 t=1 t=2 s = Py(y,ly.,) + A+ max Lol
Vely <o) D(ay) |ajl

€ state S1



Reversible

Irreversible

NeurolLogic Decoding in a Nut Shell

— it's a logic-guided search algorithm

violate all negative literals four states of clause satisfaction:

0 0 0 1 0 0 : : :
—D;V =D,V D, < ~D; \/ =D, V D; T — — reversible satisfaction

satisfy one 1 1
positive literal —D, V —Dc satisfy

— irreversible satisfaction

— reversible unsatisfaction

violate all one — irreversible unsatisfaction
0 0 negdatlve Ilteorals , positive
D,V =D D,V-D,VDy | A ——
. (cowbo®) A ®(dog) A (@ (play music) ver(plays music)) A (€ (catch) v € (catches))
14 vV 1UG 1] 17 3 oeEe e e @ | @ |
search tree likelihood dauses score select notation
1 O 1 (1),( runs 0.18 TTT] 018+0.1*0=0.18 v, 111D denotes the state for €, @,
€, @ separately, || indicates @is
dog catches 0.12 L) 012+01%0=042) (/ ' " .
D D D plays 0.05 (1111
—-D1V =D,V D; w
eats 0.20 (1111
The J=={ man plays 0.19 (LT
° f ® S ° f °® talks 0.16 CLLIT)
Unsatisfaction atisfaction = I D
- denotes the top-1 candidate
cowboy plays 0.11 CLIT] o.11+0.1*%=m \/ :vithipeaj\r:gr;u;zgazkledb;;c;:re
unction. Among these canaldates, we
catches 009 [ITT] 009+0.1*0=0.09 :‘*Z':tcgga/n:f’e‘°p"‘°"e5‘°"”‘“‘he
t=0 t=1 t=2 s=Py(y,ly<) + A+ max ::‘:

D(aj,y)
€ state S1



NeurolLogic Decoding

score s=1logPy(yly_)+a') C
=1

D,(car) A D,(drive) A D;(snow)
Write a sentence with

Off-the-Shelf GPT2 these words

e

|‘vo‘|
I my during the

summer Oo

winter

day


https://arxiv.org/abs/2010.12884

NeurolLogic Decoding

score s= logPH(yt|y<t) + a’z C
i=1

D,(car) A D,(drive) A D;(snow)
Write a sentence with

Off-the-Shelf GPT2 these words

2

I my during the

mmer ~NSNBK o

p(w|past) =04

winter = NoNg

pw|past) = 0.2 SNOW

day


https://arxiv.org/abs/2010.12884

A* Search

NeuroLogic /) ESQUE

score s=1logPy(y,ly_) +a' Y C+4 max logPy(Dily_,) | «#—— A Heuristic

: {D;: D=0}
=1

D,(car) A D,(drive) A D;(snow)

Can we use unsatisfied
constraints to guide the
search?

mmer S \BK o,

p(w|past) =04
winter =~ NoN\g ‘/ ® O

pw|past) = 0.2 SNOW G

day

Off-the-Shelf GPT2

2

I my during the



https://arxiv.org/pdf/2107.03374.pdf

A* Search

NeuroLogic /)  ESQUE

score s=logPy(yly_)+a' Y C+A: max logPy(Dily_.,) | 4— A Heuristic

i=1

D,(car) A D,(drive) A D;(snow)

Off-the-Shelf GPT2

<>

summer max (P( %%))
I my during the %%

winter % max ( P( %%))

day %% max (P( %%))


https://arxiv.org/pdf/2107.03374.pdf

A* Search

NeuroLogic /)  ESQUE

score s=logPy(yly_)+ a’z C;+ 4y nax log Py(D;ly_,.;) | €—o Au Heuristic
i=1 e

D,(car) AD Z(drive) A D;(snow) greedy look-ahead Yreri = argmax Py(y |y )

Oﬁ-the-S;elf GPT2 A* heuristics Py(D{a)] ySt+k) = l.ren[i)]g] P H(Yt+i:t+i+|a| =a| y<t+i)
o:o
N @»(%%) @»(%%) @»(%%) )
| - -
A 66 30

winter I - -



https://arxiv.org/pdf/2107.03374.pdf

A* Search

NeurolLogic

“ ESQUE

D,(car) A D,(drive) A D;(snow)

Off-the-Shelf GPT2
@

<>

o
| my during the

score s=logPy(yly_)+ “'Z C,+ Ay

=1

max log PQ(DZ- |y

{D: D=0} <t+k)

+——— A Heuristic

beam look-ahead

Yy = arg tOPk o Po(V Y <)

v

A* heuristics

PyDa)|Y,,,;) = max max Pyy
Yey ie[l1,k]

Yitvitrija — @ Y

winter

day

summer E*

max( B
* 7

@»(%%)

?*

E* )
N


https://arxiv.org/pdf/2107.03374.pdf

A* Search

NeuroLogic /) ESQUE
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— beam search (supervised)

COM MON G EN (Ze rO'Sh Ot) — NeurolLogic (supervised)

NeurolLogic (zero-shot)

ROUGE-L METEOR Coverage
44.00 31.00 100.00
41.25 / 28.25 / 90.00
38.50 25.50 30.00
35.75 22.75 70.00
33.00 20.00 60.00
distill  base medium large XL distill  base medium large XL distill  base medium large XL
Unsupervised NeuroLogic Unsupervised NeuroLogic on Sma"el‘
outperforms networlks outperforms

supervised approaches supervised approaches on Iarger networks!




Neurologic A* esque

to many downstream tasks

Constrained MT

(Dinu et al., 2019)

MarianMT (Junczys et al.,2018)
Post and Vilar (2018)
NeurolLogic (Lu et al.,2021)

™ NeuroLogic A*esque

33.8

33.6

33.3

33.1

32.8

33.7

33.0
32.9

BLEU

Few-Shot E2ZENLG

(Chen et al., 2020)

KGPT-Graph (Chen et al.,2020b)
KGPT-Seqg (Chen et al.,2020b)
NeurolLogic (Lu et al.,2021)

™ NeurolLogic A*esque

50.0

47.3

44.5

41.8

39.0

49.2

47.6

398 40.2

BLEU

V

Question Generation
(Zhang et al., 2020)

CGMH (Miao et al.,2019)

TSMH (Zhang et al.,2020)
" NeuroLogic (Lu et al.,2021)
™ NeuroLogic A*esque

2.8 2./6

2-0 2.51
2.4

2.22
2.2

2.02

2.0

Human Eval Score



NeuroCounterfactuals:
Beyond Minimal-Edit Counterfactuals for Richer Data Augmentation

Phillip Howard® Gadi Singer® VasudevLal® Yejin Choi”®* Swabha Swayamdipta®®
“Intel Labs *Allen Institute for AI  *University of Southern California
YPaul G. Allen School of Computer Science & Engineering, University of Washington
phillip.r.howard@intel.com

Abstract Th:s movie is a loose collection of unintelligible
analogles and ill-conceived plot devices \
: : o Original - _

While counterfactual data augmentation offers el cept @:& g 5

o o . . COCO-EX ©
a promising step towards robust generalization Extract|on - Nt < =
. . . . onceptNe O
in natural language processing, producing a set P 2%
. . . i £ ©
of counterfactuals that offer valuable inductive movie) A {collection) A (analogies) A (plot) A (devices) T~ ks
bias for models remains a challenge. Most ex- Positively A \. o 3 E,
isting approaches for producing counterfactu- a Steered Constrained Decoding a é I
o\

als, manual or automated, rely on small per- - LM ] 2

1 l I ‘NeuroLoglc

XL IX a
euroCounterfactual ;

is a collection of plot devices and analogies that work |
well enough to keep the movie from being a total bore |-

turbations via minimal edits, resulting in sim-
plistic changes. We introduce NeuroCounter-
factuals, designed as loose counterfactuals, al-
lowing for larger edits which result in natu- 0
ralistic generations containing linguistic diver-
sity, while still beanng sumlanty to the origi-

N’/ GPT2

I » Fine-tuned on SST-2

Minimal Edit (@™This movie is a loose collection of intelligible ©
Counterfactual = analogies and well-conceived plot devices



2082: An Al Oc yssey

Prolog: what Al in 2082 be like
Chapterl The ambiguitg
Chapter 2: The continuum

Chapter A The dark matter

Specu|at|on5

L::Pilog: a contession of an alien




Dark matter is Dark matter 01C language?

what matters in

modem PhﬂSiCS Normal matter: visible text (words, sentences)
Dark matter: the unspoken rules of how the
® Only 5% of universe is normal world works, which influence the way people use
matter. The remaining 95% is and interpret language Moral Machines
dark matter and dark energy. Tl ETHICS OF Teaching Rabots Right from Wrong
ARTIFICIAL
® Dark matter is complete\y ﬁg:‘s';‘.?i'.‘,zea“.fg ‘ INTELLIGENC-E

e N , 4
< -

invisible, yet affects what are i o

Knowledge

= : : in Artificial
visible: the orbits of stars and Intelligence

the trajectory of light

tttttttt S. MATTHEW LIAO




Symbolic Knowledge Distillation

From General Language Models to Commonsense Models
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Language models != knowledge models

Transformers for
aph Construction

ATOMIC: A
Com

(COMET-) ATOMIC);

On Symbolic and Neural Commonsense Knowledge Graphs

for If-Th

aarten Sap
arten < AAAI 2021

aitanya Asli
alaviya  Celikyilmaz

p
i ‘g‘) ‘.\‘
@
) r;&’(v : |
£ G MR :
i i \ R
2 .\‘*\ il W

Chandra
Bhagavatula

Ronan Jeff Keisuke Antoine
Le Bras Sakaguchl Bosseult Me

Fully crowdsourced by humans ?f' '[ J**E ’ ""

|

\ A \ 3 -
| VT R R ~ i0m

Symbolic commonsense

Neural commonsense model
knowledge graph



%2 ATOMIC

Maintain
their car

\

Physical-Entity Commonsense

[ Has propertyJ

-

N
As a result, X wants \
to...

Before, X

needs ...

Because X

wanted to ...

X's car is totaled
completely

X gets X's car repaired

V

N
Used for

ﬂ-

[

Is made of -
e

Can be
hindered by Happens before
LHappens after

Event-Centered Commonsense




[ Has propertyj

\

4 )
As a result, X wants \
to... .

N
Used for »-
Before, X
needs ...
[ Is made of ]

-

- Because X

Maintain < wanted to ... \ A
their car - ’ , : Paper

X gets X's car repaired Used for ]

4 !
Can be L
hindered by {Happens before
The car costs j { J |
Happens after
too much
v
X's car is totaled

completely X drives an old car



Xis in a hurry to
get to work

Faulty traffic _— Give him .
light [Happens afterJ / a ticket X plays blackjack
- h
[ Causes J [ Happens ] / —_—
. \

wiee oo~ (Up until 2020) fully crowdsourced v
- op/ ..Burglar

[ Filled by/] /

@ ==

Cheater

wanted to...

 [tecopableot |
1.33M commonsense if-then inferences

23 relations (or inference types)

‘ Before, X
needs ... As a result,
V ( Is made of ) - ‘ X reacts \ Is located at )
< Because X
X : i Paper X steals th R Make Gambl
gets X's car repaired Used for steals the car money ambler

[ Can be ] / X is seen as Gan be 5 y .
hindered by Happens before Hindered b ecause Is seen as
T GEP (s [H f X likes driving now - y wanted

appens a ter

h
too muc X plays blackjack

The car would
X spends a fortune X can't find a
X's car is crowbar not start
totaled completely X drives an old car

Is located at

Because X
Maintain wanted to ...

their car




Knowledge Models Oftf-the-shelf Language Models

100
X B o
DO &
gc)%))g 50 730
532
o 0

COMET (BART) GPT3

COMeT (BART): x435 smaller model (~400M parameters), GPT-3 (Few Shot): 175B parameters!!
informed by ATOMIC%8 pre-trained with a ton of web text (~500B tokens)



Persona-aware Conversations

Figurative Language Understanding

Like Hiking? Person- Health Counseling Metaphor Generation with
grounded Dialog Dialogue Conceptual Mapping
(Majumder et ‘aI, 2020) (Kearns et al‘, 2020) (Stowe et al, 2021)
EMNLP ‘20 CHI EA 20 ACL ‘21
UCSanDiego? MICHIGAN TR ATty
COSMIC: Emotion B | M NIVERSITY MERMAID:
Identlflcc.:;;;\tlonI in Crr;(tggatlons Metaphor Generation
( Clgsl\leel_tPa‘lzo ) (Chakrabarty et al, 2021)
NAACL ‘21

\J —

Storytelling and Fantasy Gaming

Interactive Learning Enhancement

Conversation Multi-hop Reasoning

How to Motivate Your Dragon
(Ammanabrolu et al, 2021)

through Neural Commonsense _
(Forough et al, 2021) CMU | |Georg|a AAAI ‘21
EMNLP 21 _— Tech M
—H—Z Commonsense Story Generation
(Guan et al, 2020)
TACL '20

\_ /
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GPT-3

Symbolic
Knowledge
Distillation
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Symbolic

SMAILLER Knowledge

Distillation

ANID
BETTER

W

EVEN POSSIBLE
222




Student Model
W smaller & better

Symbolic
Knowledge
Distillation

Knowledge Graph
6.5M high quality examples Critic

sort good and
bad knowledge
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Teacher

Knowledge Distillation 10.0|
(Hinton et al. 2015) - dID

H(P;,,P;) = — ) Pi(y)log Ps( T
yeyYy

Train student to match
teacher probabilities

Student e

|©@Aj>©|



o ™
Symbolic Teacher =
Knowledge Distillation 10.0|
CLLD

In generation, Y is all
strings — intractable! Student =2

I©c13‘33©|
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Symbolic Teacher

Knowledge Distillation 10.0|
- LD

v

H(P;, Ps) = E [~logPs(y)

y~P;(y)
/ I
Estimate instead by
. Student =
generating examples! Natural byproduct is a 1940

knowledge graph
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Symbolic Teacher

Knowledge Distillation 10.0|
- 1D

\ 4

H(P;, Ps) = E [—logPs(y)]

y~P:(y)
£
Estimate instead by J
generating examples! Natural byproduct is a Student @:@
knowledge graph l\ﬂ’l



Does Symbolic Knowledge Distillation Produce Good knowledge?

. Larger Scale Small, supervised critic model to filter
L I4 1 . :

S Lower Accuracy which knowledge is good?

£

£ 9.25

Py

c

S 3

O

f'CﬂtIC Larger Scale
KB authored by humans RoBERTa) H;i hg A
igher Accuracy
1.75 - KB authored by GPT-3 -—

ATOMICZO ATOMICT0X ATOMIC10X

& GPT3 < GPT-3 _

Loose Teacher Critical Teacher




Student CoMETdistil peats the Critical teacher results in a better

teacher GPT-3 — smaller & better student than human knowledge
(—eeeeeey
> .
O
O
>
O
O
<
-
O
-Ié -
O,
-
D
O
Loose Teacher COMETdsstill COMETZO CoOMETdistill
Baselme - GPT3 %‘ @ ‘ @
Teacher AN
Loose Teacher ‘ Critical Teacher

- GPT-3 (;'\?i\. - GPT-3 -
10,00 p>. og 00,008 |, og Crtic




B ATOMIC%8 VS

j‘ Higher Accuracy '

o ATOMIC10X

] Better Value '
‘ More Diverse ,

100

Larger Scale
75

O
Accuracy Scale Value Diversity
(10K examples) (ex/10¢) (10K unique 1-grams)



Closing Remarks &
Open Research Questions




FAQ these days...

“INLP/common sense/...] is
almost solved by ChatGPT
and | have an existential crisis”

Hasty generalization fallacy?




Premise of this talk: scaling laws are real

® Denial is futile Scaling Laws for Autoregressive Generative Modeling
® COHf@SS'On | . amOﬂg my d H t|me Tom Henighan™ Jared Kaplan* Mor Katz”
fa VO r| te p a p e rS a re . e e Mark Chen Christopher Hesse Jacob Jackson Heewoo Jun

Tom B. Brown Prafulla Dhariwal Scott Gray Chris Hallacy Benjamin Mann
® CO N fe SS | on | | . Can It d OWwW | t h ou t Alec Radford Aditya Ramesh Nick Ryder Daniel M. Ziegler
G PT—3/2 / T5 / C I_l P, RO be rta [ e John Schulman Dario Amodei Sam McCandlish

OpenAl



Premise of this talk: on the other hand...

® Unlikely that we reach AGI by just scaling things up

® Scaling laws explain a necessary condition of AGlI,
not the sufficient condition

You don't reach to the moon
by making the tallest building in the world taller




FAQs in the Era (f FExtreme-Scale Neural Models

“Are you sure we
can’t reach AGI by just

scaling things up? GPT-3
\ is so magicall”
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Language models are “sometimes” amazing! &

" It you travel west far enough from the west coast, you will reach the east coast?




If you travel west far enough from the west coast, can you reach the east coast? (4

No, |f you travel west from the west coast of the United States, you will eventually reach B P

A5|a but you W|II not reach the east coast of the Umted States The east and west coasts
are located on opposite sides of the country and are separated by the majority of the

landmass of the United States.



If you travel west far enough from the west coast, can you reach the east coast? 4

No |f you travel west from the west coast of the Unrted States you erI eventually reach h G
Asra but you erI not reach the east coast of the Unlted States The east and west coasts
are located on opposite sides of the country and are separated by the majority of the

landmass of the United States.

If you travel west far enough from the west coast, can you eventually reach the east
coast?

No, you cannot reach the east coast bytravelmg west from the west coast. The earth is a B &P

spher andthre |sno en.d'plnt many |gle‘d|ect|on of travel If you were to'travel west
from the west coast you would eventually crrcumnavrgate the earth and end up back

where you started.



Observations & Speculations

® Humans tend to assume that it Al can do seemingly hard tasks (e.g., chess, protein folding,
shockingly impressive stylistic revision) than it must be that Al can also do seemingly easy
tasks (e.g., commonsense)

® The empirical reality suggests otherwise

® Asis, we simply do not know the depth and the breadth of human intelligence comparea
to what Al can and cannot achieve primarily through scale

® My speculation is that large-scale models provide “proofs of existence of solutions”,
suggesting that there likely be solutions at smaller scales

® Such solutions will likely require (entirely) novel ways to integrate symbolic reasoning to
neural representation
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